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Editorial on the Research Topic
Do we really interact with artificial agents as if they are human?

Social interactions with artificial agents, such as voice agents, physically-embodied robots and
avatars in virtual reality, are becoming increasingly normalised. As we strive to understand and
optimise these social interactions–and human interactions in general–a pertinent question is: Do
we really interact with artificial agents as if they are human?Awealth of related questions that are
ripe for exploration concern the factors or conditions that might make this more or less likely.

In this Research Topic, we propose that this line of empirical enquiry is important, not only in
informing how we can best design and position artificial agents in various applied contexts (e.g.,
education, entertainment, healthcare delivery), but also so we can inform how artificial agents can
continue to be used as a valid tool in human social neuroscience research. Over the past decade,
artificial agents have become a critical tool in experimental social neuroscience. In particular, virtual
agent and virtual interaction paradigms have enabled social neuroscientists to achieve a balance
between the need for 1) ecological validity on the one hand, with paradigms that capture the
dynamic and reciprocal complexity of social interactions; and 2) experimental control and
objectivity, with the ability to deploy paradigms in controlled laboratory and neuroimaging
settings (that are typically designed to test one person at a time), with objective measures of social
attention, behaviour and corresponding neural processes. Historically, studies of human social
interaction have either used naturalistic and observational approaches that achieve 1) but not 2), or
contrived and simplistic experimental studies–typically involving the passive observation of social
information from a third person perspective–that achieve 2) but not 1). Recent calls for more
interactive, second person neuroscience approaches have been met with the use of artificial agents
and virtual interaction paradigms (Schilbach et al., 2013; Caruana et al., 2017c). Across this nascent
body of research, it has largely been assumed that the neural, cognitive, and psychological
mechanisms supporting social interactions between humans flexibly generalize to interactions
with artificial agents and that they therefore can provide an ecologically-valid analogue for
investigating these mechanisms. However, emerging research has highlighted that there are
many factors, such as agent features (Cross and Ramsey, 2021; Henschel et al., 2021; Marchesi
et al., 2021) or our beliefs and expectations about the agency and intentions of artificial agents
(Klapper et al., 2014; Cross et al., 2016; Caruana et al., 2017a; Caruana et al., 2017b; Caruana and
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McArthur, 2019), which can shape the extent towhich themechanisms of
social cognition generalise across interactions with humans and artificial
agents. We argue that this line of inquiry will synergistically inform best
practice in the use of artificial agents as a tool for social interaction
research, and in turn empirical insights will inform the conditions in
which we can expect optimal and/or human-like interactions with
artificial agents in our world.

The article by Kyrlitsias and Michael-Grigoriou (this volume) gives
an in-depth overview of the various moderators that play a role in the
perception of social interaction with artificial agents in a virtual
environment. Notably, the authors mention how variables such as
human-like movement and technological advancements can influence
the feeling of “presence” and “co-presence.” That virtual agents with
more human-like social abilitymake the user feelmore comfortable. But
what is the ultimate goal? What level of co-presence is similar to what
we experience when we interact with other humans?

The article by Huang and Moore (this volume) gives their opinion
on these Research Topic directly. Their introduction even states: “It is
hoped in many studies that robots designed with anthropomorphic
appearances and human-like cognitive behaviours can enable humans
to interact with them in similar ways as they would interact with other
humans, even to develop social bonds.” The article then goes on to
describe how human-human interaction is not formulaic, like that of an
artificial agent. A social robot’s human-like affordances could therefore
be seen as “dishonest” because it hides the fact that a virtual agent is a
“mismatched” conversational partner. The authors, therefore pose an
additional, yet related, empirical question: Does a virtual partner need to
be human-like in order to improve human users’ experience in HRI?
Highlighting the need for research in this space to consider the contexts
in which perceiving artificial agents as human or human-like is likely to
be necessary or optimal.

Whereas Huang and Moore focus mainly on robots, Huang and
Jung (this volume) extend this concept of authenticity to all virtual
characters. This is a timely proposition, considering the rapid
increase in commercially available artificial intelligence
applications, such as ChatGPT, Vocaloid virtual idols and other
emerging virtual characters that blur the boundary between human
and machine agency as well as human “authenticity.” The current
paper focusses on the important, but often overlooked, element of
authenticity and highlights the need for a unified theoretical
framework to guide empirical research in this space.

Beyond providing successful and productive interactions with
digital agents, social virtual entities are also used in research to
inform human-human interaction. Given the large amount of
experimental control and logistical ease that using a digital
confederate provides, it is no surprise that it has become a common
experimental methodology. In these instances, it is of utmost
importance that participants interact with the digital agent as if it
were another human. Gregory et al. (this volume) provides arguments

from the literature showing that there are many tasks in which
participants show little behavioral difference whether they are doing
the taskwith a human orwith a virtual agent. This work again shows the
likely highly context-specific nature of the role of these beliefs and
expectations in shaping interactions with artificial agents.

A second goal of this Research Topic was to determine
whether the underlying neurocognitive mechanisms that are
engaged during human-agent social interactions are the same
(or comparable) to those in human-human interactions.
Suggestions brought forth by the articles described above
indicate that perhaps the variation that exists across humans,
across artificial agents and across the various contexts in which
humans might interact with human/artificial agents, makes this
simple comparison reductionistic. This line of enquiry will
require a careful appreciation of this variability, especially
given the gradation that exists in how we conceptualize
artificial agents (see Cross and Ramsey, 2021 for related
discussion). For instance, a simple artificial agent that is
predictably programmed versus an artificial agent that is self-
learning and adapts its behavior over time are likely to load on
very different social-cognitive mechanisms when engaged in a
social interaction, and result in markedly different social
outcomes. As such, how we define artificial agents, and
categorize them by their features and context for application,
is likely to be key in structuring this important line of enquiry.
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