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multi-gestural dyadic interactions

Nathan Caruana1 , Patrick Nalepka1, Glicyr A Perez1, Christine Inkley1,  
Courtney Munro1, Hannah Rapaport2, Simon Brett1, David M Kaplan1,  
Michael J Richardson1 and Elizabeth Pellicano1,3

Abstract
Autistic people often experience difficulties navigating face-to-face social interactions. Historically, the empirical 
literature has characterised these difficulties as cognitive ‘deficits’ in social information processing. However, the 
empirical basis for such claims is lacking, with most studies failing to capture the complexity of social interactions, 
often distilling them into singular communicative modalities (e.g. gaze-based communication) that are rarely used in 
isolation in daily interactions. The current study examined how gaze was used in concert with communicative hand 
gestures during joint attention interactions. We employed an immersive virtual reality paradigm, where autistic 
(n = 22) and non-autistic (n = 22) young people completed a collaborative task with a non-autistic confederate. 
Integrated eye-, head- and hand-motion-tracking enabled dyads to communicate naturally with each other while 
offering objective measures of attention and behaviour. Autistic people in our sample were similarly, if not more, 
effective in responding to hand-cued joint attention bids compared with non-autistic people. Moreover, both autistic 
and non-autistic people demonstrated an ability to adaptively use gaze information to aid coordination. Our findings 
suggest that the intersecting fields of autism and social neuroscience research may have overstated the role of eye 
gaze during coordinated social interactions.

Lay abstract
Autistic people have been said to have ‘problems’ with joint attention, that is, looking where someone else is looking. 
Past studies of joint attention have used tasks that require autistic people to continuously look at and respond to eye-
gaze cues. But joint attention can also be done using other social cues, like pointing. This study looked at whether autistic 
and non-autistic young people use another person’s eye gaze during joint attention in a task that did not require them 
to look at their partner’s face. In the task, each participant worked together with their partner to find a computer-
generated object in virtual reality. Sometimes the participant had to help guide their partner to the object, and other 
times, they followed their partner’s lead. Participants were told to point to guide one another but were not told to use 
eye gaze. Both autistic and non-autistic participants often looked at their partner’s face during joint attention interactions 
and were faster to respond to their partner’s hand-pointing when the partner also looked at the object before pointing. 
This shows that autistic people can and do use information from another person’s eyes, even when they don’t have to. 
It is possible that, by not forcing autistic young people to look at their partner’s face and eyes, they were better able to 
gather information from their partner’s face when needed, without being overwhelmed. This shows how important it is 
to design tasks that provide autistic people with opportunities to show what they can do.
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Joint attention is the capacity to coordinate our attention 
with another person so that we are attending to the same 
thing (Tomasello, 1999). This social ability emerges in the 
first year of life and allows humans to share experiences, 
learn socially, develop language and cooperate with others 
(Adamson et al., 2009; Baldwin, 1995; Charman, 2003; 
Mundy & Newell, 2007; Murray et al., 2008). In a typical 
joint attention experience, one person initiates joint atten-
tion by looking at, gesturing towards or describing an 
object, while a second person recognises this behaviour as 
communicative and responds by attending to the same 
thing. Delays in joint attention development are diagnostic 
markers for autism and are associated with poorer social, 
language and learning outcomes (Bruinsma et al., 2004; 
Lord et al., 2000).

Various social cues, such as speech and manual ges-
tures, can be used to guide joint attention experiences by 
signalling where a person is attending. However, most 
experimental studies have examined joint attention using 
paradigms that require gaze-based interactions and, relat-
edly, have operationalised joint attention as the ability to 
attend to where another person is looking (see Caruana 
et al., 2017b, for review). Part of the reason for this histori-
cal focus on gaze-based joint attention is that differences 
and delays in orienting to another’s gaze during social 
interactions are considered ‘hallmarks’ of being autistic 
(Zwaigenbaum et al., 2005) and fundamental to the social 
challenges experienced by autistic people (Baron-Cohen, 
1995). However, despite more than 40 years of intense 
empirical investigation, it remains unclear how reliable the 
differences in gaze use are among autistic people, and how 
consequential these differences are during joint attention 
interactions. Answers to these questions are crucial for 
determining whether the current characterisation of gaze-
use differences among autistic people as ‘cognitive defi-
cits’ does more harm (e.g. by stigmatising autism) than 
good (e.g. by informing cognitive or social interventions).

The empirical evidence for gaze-use differences in 
autistic people is mixed. For instance, several face-scan-
ning studies suggest that autistic people are less likely to 
look at other faces than non-autistic people (Nakano 
et al., 2010; Pelphrey et al., 2002), and when they do, 
they spend less time than non-autistic people fixating on 
the eyes (Kliemann et al., 2010; Tanaka & Sung, 2016). 
However, other studies have failed to replicate these find-
ings (Chita-Tegmark, 2016; Falck-Ytter & von Hofsten, 
2011; Frazier et al., 2017). Similarly, a large body of 
research has used Posner-style gaze-cueing paradigms to 
measure the extent to which autistic individuals reflex-
ively orient to gaze cues (see Gillespie-Lynch et al., 
2013; Nation & Penny, 2008, for related reviews). These 
studies have attempted to determine whether a reduced 
sensitivity to gaze information might explain joint atten-
tion differences in autism. Although some studies have 
reported evidence for smaller valid cue-based effects in 

autistic people than in non-autistic people (i.e. faster 
reaction times to detect targets preceded by a valid, rather 
than an invalid gaze cue), others have failed to replicate 
these findings.

Interactive methods for studying joint 
attention

There is now growing recognition that a key explanation 
for these inconsistent findings – aside from autistic hetero-
geneity – is that most experimental studies of eye gaze 
information processing have failed to capture the dynamic 
and reciprocal aspects of social interactions in which gaze 
difficulties are likely to arise (Cañigueral & Hamilton, 
2019; Caruana et al., 2017b; Schilbach et al., 2013). In 
response to this problem, the last decade has seen innova-
tions in experimental methods – particularly involving the 
use of interactive eye-tracking and virtual reality – to 
examine how people use gaze in interactive contexts to 
achieve joint attention (Caruana et al., 2017b; Schilbach 
et al., 2013). Some interactive studies have presented ten-
tative evidence for joint attention difficulties in autistic 
children (e.g. Little et al., 2016) and adults (e.g. Caruana 
et al., 2018), characterised by increased errors and response 
times during gaze-based interactions. However, one key 
limitation of these paradigms – and other joint attention 
paradigms beyond the field of autism research – is that 
people can only communicate via gaze signals (Caruana 
et al., 2015, 2017b; Leekam, 2016; Mundy, 2018; 
Oberwelland et al., 2016; Redcay et al., 2012; Wilms et al., 
2010). Yet, in everyday interactions, a joint attention epi-
sode can be initiated by one person looking towards, point-
ing at or naming an object or event, sometimes all at once 
(Seibert et al., 1982). Indeed, to respond successfully to 
most joint attention bids, the responding partner must 
parse, filter or integrate social information cues that go 
well beyond just the eyes (Mundy et al., 2009; Siposova & 
Carpenter, 2019). To date, little is known about how 
humans achieve joint attention when multiple sources of 
social information are available.

Multi-gestural joint attention 
interactions

In their recent theoretical and empirical work, Yu and 
Smith (2013, 2017) highlight that different social cues can 
be used to achieve joint attention, the processing of which 
is likely to load onto different cognitive processes, and 
come with different costs and benefits. For instance, strate-
gies involving responses to eye gaze cues may provide 
opportunities for rapid joint attention given that eye move-
ments themselves are swift and constantly updated during 
face-to-face interactions. While eye movements can be 
highly informative about a social interlocutor’s perspec-
tive (Gobel et al., 2015), their ubiquity and use for other 
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non-social purposes render gaze an ambiguous joint atten-
tion signal. As such, additional social cognitive processing 
is likely required to infer whether an eye movement is 
intentional or communicative (Caruana et al., 2017a, 2020; 
Senju & Johnson, 2009). Pointing gestures made with the 
hand, however, although slower to execute than eye move-
ments, can be more spatially precise and, in most contexts, 
unambiguously convey communicative intent (Horstmann 
& Hoffmann, 2005; Pelz et al., 2001; Yoshida & Smith, 
2008; Yu & Smith, 2013). Thus, hand-following may offer 
a less cognitively demanding pathway to joint attention. 
Indeed, across two recent studies, joint attention rates were 
commensurate across autistic and non-autistic children 
when observed using head-mounted trackers during par-
ent-child interactions that afforded hand-object interac-
tions (Perkovich et al., 2022; Yurkovic-Harding et al., 
2022). This indicates that autistic people may effectively 
achieve joint attention using different strategies (e.g. hand-
following). However, due to limitations in available exper-
imental methodologies, we know very little about how 
humans integrate and prioritise different social cues during 
interactions to efficiently coordinate with others.

A recent study began to address this gap by interrogat-
ing how adult dyads integrate and prioritise multimodal 
(i.e. gaze and hand) non-verbal information to achieve 
joint attention (Caruana et al., 2021). This study imple-
mented a novel immersive virtual reality task, which used 
simultaneous motion-tracking of the eye, head and hands 
to facilitate richer, more naturalistic social interactions. 
Virtual reality supported the implementation of objective 
eye and body movement measures without the need for an 
apparatus to obscure the virtual faces or bodies of partici-
pants, or that of their partner, during the interactive task. It 
also enabled a high degree of experimental control over 
the social interaction itself.

Caruana et al. had dyads engage in a collaborative task 
that required them to take turns initiating and responding 
to joint attention bids using explicit hand-pointing ges-
tures. The authors examined three key questions: (1) Do 
adults display useful gaze information when initiating 
joint attention with a hand-pointing gesture? (2) Do adults 
consistently look at others’ gaze during joint attention 
interactions? and (3) Do people integrate gaze information 
displayed by others to facilitate their responses, even when 
explicitly instructed to respond to a hand-pointing gesture? 
Marked variation was observed in both the extent to which 
initiators displayed informative eye movements in the 
lead-up to joint attention bids and how responders attended 
to the face of their partner when responding to joint atten-
tion bids. In short, across this sample of non-autistic adults, 
eye gaze was not a reliable source of information for guid-
ing joint attention, and adults did not consistently orient to 
gaze information during interactions to guide their 
responses. Nevertheless, participants were influenced by 
the gaze information of their partner, even when they did 

not explicitly use a gaze-following strategy – they were 
faster to respond to hand-cued joint attention bids when 
the pointing gesture was preceded by a congruent (i.e. pre-
dictive), rather than incongruent (i.e. non-predictive), gaze 
shift to the target location.

The current study

The current study builds on the work of Caruana et al. 
(2021), investigating whether autistic young people spon-
taneously use gaze-following strategies during multimodal 
joint attention interactions, and whether different joint 
attention outcomes are observed between autistic and non-
autistic participants. Given reports of gaze avoidance and 
experiences of distress and discomfort when looking at the 
eyes of others (Trevisan et al., 2017), we anticipated that 
autistic young people would be (1) less likely to orient to 
their partner’s face when responding to joint attention bids 
and (2) more likely to implement a hand-following strategy 
to achieve joint attention. Importantly, we did not expect 
either (1) or (2) to reflect poorer joint attention outcomes. 
Rather, we expected joint attention response times to be 
faster among autistic than among non-autistic participants 
if they adopted a gaze-avoidance strategy because, in our 
paradigm, eye gaze was a less reliable joint attention cue 
than pointing.

An additional aim was to employ a multi-layered 
approach to understanding joint attention strategies used 
by autistic people, by combining objective measures of 
attention and behaviour with subjective measures of par-
ticipants’ experiences and strategies. This approach fol-
lows the suggestion that complex cognitive phenomena 
– especially those that manifest in dynamic interactions – 
cannot be fully understood using third-person observation 
alone (Jack & Roepstorff, 2002; Kingstone et al., 2008). 
As such, we have followed the example of previous stud-
ies of joint attention (e.g. Caruana et al., 2018), which have 
successfully used subjective measures to supplement the 
interpretation of objective measures of cognitive function. 
Specifically, in a post-experimental interview, we asked 
participants about their experiences, preferences and strat-
egies used when both initiating and responding to joint 
attention bids. We were particularly interested in determin-
ing whether autistic people self-reported different prefer-
ences for non-social or non-gaze strategies than their 
non-autistic counterparts.

Finally, our sample targeted young people (older chil-
dren, adolescents and young adults) for three reasons. 
First, joint attention and social cognition have been histori-
cally under-investigated in this age group. Second, adoles-
cence marks an interesting period of social cognition 
development associated with increased opportunities for 
interaction in a growing social network that extends 
beyond a person’s home and school, including exposure to 
independent interactions with strangers (Brizio et al., 
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2015). Third, from a more practical perspective, we wanted 
to work with autistic young people without an intellectual 
disability who were old enough to tolerate virtual reality, 
and who were able to verbally communicate their task 
experiences, preferences and strategies during our post-
experimental interview. This was informed by previous 
intervention research using head-mounted virtual reality 
(VR) social interaction tasks with autistic children as 
young as 9 years of age (e.g. Ke & Im, 2013; also see 
Newbutt et al., 2020).

Methods

Participants

Twenty-two autistic (n = 22, Mage = 14.45; SD = 3.17; 6 
females) and non-autistic (n = 22, Mage = 14.5; SD = 3.73; 9 
females) young people aged between 9 and 23 years took 
part in the study. Data from all participants were included 
in our final analyses. All participants had normal or cor-
rected-to-normal vision (i.e. with clear contact lenses only) 
and had no history of neurological injury or impairment, as 
reported by adult participants or their caregivers. All par-
ticipants provided written, informed consent prior to study 
completion, and parents of participants younger than 
18 years also provided written consent for their children to 
take part. No participants reported experiencing any dis-
comfort or tolerability issues when completing the task in 
VR. All procedures were carried out in accordance with the 
protocol approved by the Macquarie University Human 
Research Ethics Committee. Participants were reimbursed 
$20/h for their participation.

All efforts were made to ensure that both groups were  
as closely matched as possible for gender, age and IQ (see 
Table 1). We administered the Wechsler Abbreviated Scale 
of Intelligence, Second Edition, (WASI-II; Wechsler, 2011) 
and report the Verbal Comprehension Index (VCI), 
Perceptual Reasoning Index (PRI) and Full-Scale IQ using 
all four subtests (FSIQ-4; see Table 1). Four autistic partici-
pants and one non-autistic participant declined to complete 
the WASI-II assessment. Autistic participants also completed 
the second edition of the Autism Diagnostic Observation 
Schedule (ADOS-2; Lord et al., 2000), although six partici-
pants declined.1 Non-autistic participants completed the 
10-item Autism Quotient (Allison et al., 2012) with rela-
tively low scores observed across our sample (Table 1). We 
also administered a brief 6-item measure of state anxiety 
(STAI-B; Marteau & Bekker, 1992) for all participants 
immediately before and after they competed the social inter-
action task. This was to assess whether there were any differ-
ences between groups with respect to their emotional state 
before and after the interaction. We found no evidence for 
group differences across all measures, with the exception of 
VCI scores, which were significantly lower among our autis-
tic than our non-autistic participants. Specifically, we found 
substantial evidence for a null effect of group on both age 
and our non-verbal measure of intelligence based on Lee and 
Wagenmakers’ (2014) classification scheme for interpreting 
Bayes Factor scores (PRI; BF10 < 0.33).

Task materials and procedure

Task overview. The current study adapted a novel dyadic 
joint attention paradigm developed by Caruana et al. 

Table 1. Participant characteristics.

Autistic (n = 22) Non-autistic (n = 22) Statistics

 M SD Range M SD Range T(df) p BF10

Age (years) 14.45 3.17 9–22 14.50 3.73 10–23 t(42) = 0.04 0.965 0.298
WASI-II
 VCI 113.17 16.47 70–135 124.90 17.67 97–156 t(37) = 2.13 0.040 1.79
 PRI 114.94 16.10 77–138 116.14 12.51 80–133 t(37) = 0.26 0.795 0.321
 FSIQ-4 117.78 14.17 99–137 122.86 14.42 91–142 t(37) = 1.19 0.240 0.547
STAI-B
 Before interaction 11.23 2.64 6–15 10.27 2.55 6–14 t(42) = 1.22 0.229 0.541
 After interaction 11.05 3.24 6–15 10.59 3.05 6–15 t(42) = 0.48 0.635 0.326
ADOS-2 (autistic)
 Communication 1.94 5.56 0–6  
 Social interaction 5.56 4.30 0–14  
Communication + Social interaction 7.50 5.32 0–18  
AQ-10 (non-autistic) 3.73 2.14 0–9  

Descriptive statistics are provided for sample characteristics including age in years and scores on the following standardised measures for both 
groups. Autistic participants also completed the ADOS-2 (Autism Diagnostic Observation Schedule; Lord et al., 2000). ADOS-2 scores were based 
on Module 4 observations, except for two autistic children who were observed using Module 3. Non-autistic participants completed the AQ-10 
(10-item Autism Quotient; Allison et al., 2012). WASI-II: Wechsler Abbreviated Scale of Intelligence, Second Edition (Wechsler, 2011); VCI: Verbal 
Comprehension Index; PRI: Perceptual Reasoning Index; FSIQ-4: Full-Scale IQ using all four subtests; STAI-B: Brief 6-item state anxiety scale. M; 
mean; SD: standard deviation; p: p-value.
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(2021), implementing one key change. Rather than recruit-
ing naïve dyads, autistic and non-autistic participants were 
individually recruited to interact with a confederate, which 
offered a greater level of experimental control and mini-
mised task-related differences across participants and 
between groups. Two confederates were used across the 
study, one male and one female, to sample a mix of male-
male (autism: n = 9; non-autistic: n = 10), female-female 
(autism: n = 0; non-autistic: n = 2) and male-female interac-
tions (autism: n = 13; non-autistic: n = 10). Confederates 
were visually cued in real time during the virtual interac-
tion to precisely control the location and sequence of their 
eye movements, both within and across trials. Both confed-
erates underwent extensive training to ensure they were 
accurately and reliably following these prompts (see Online 
programming of confederate behaviour). All other aspects 
of the task design and implementation, including stimulus 
features and apparatus, were identical to those of Caruana 
et al. (2021).

Task setup. After providing written consent, the experi-
menter began by explaining the apparatus and task to par-
ticipants. To ensure that they engaged in the task as naturally 
as possible, specific instructions on how to interact with 
each other were not provided, and care was taken not to 
mention gaze as a focus of investigation. A slide deck with 
simple visual and text prompts was used to help standardise 
the delivery of task instructions (available on the Open  
Science Framework [OSF] project page https://osf.io/
pkx9f/?view_only=f0011eabdb1146aaa09ce738db90804). 
These instructions depicted the virtual environment and 
provided an overview of two tasks that participants would 
complete. Participants were told that, in the first task, they 
would complete a task on their own that required them to 
search for a target among three cubes and point to the target 
cube as quickly and accurately as possible. In the second 
task, participants were instructed that they would complete 
a similar task together with the confederate. Instructions for 
both tasks were provided at the same time to avoid disrupt-
ing the participants’ immersion in the virtual environment 
once the task began and the apparatus calibrated.

Participants were then introduced to the confederate. 
Participants were not deceived about the confederate’s 
identity, including whether they were autistic or not, and 
were truthfully told that the confederate was a member of 
the research team conducting the study. The experimenter 
then attached a motion sensor to each participant’s right 
index finger using masking tape and secured the virtual 
reality head-mounted display onto each participant’s head, 
which was adjusted to ensure visual acuity, optimal ocular 
convergence and comfort. Participants were sent a study 
information sheet prior to their participation in the study 
that described the apparatus and setup procedure with 
images, so that they knew what to expect during the study 
session.

Based on the demographic information provided prior 
to the experiment, participants were assigned an avatar 
that matched their self-declared gender and were immersed 
into the virtual space. The experimenter then calibrated the 
eye-tracking device and centred the participant’s position 
within their avatar and the virtual room. This allowed par-
ticipants to see the virtual environment through their ava-
tar’s perspective and congruently move the avatar’s body 
using their own natural body movements (eyes, head, 
hands). Following calibration, a virtual mirror appeared on 
the wall opposite the participant (Figure 1(a)). This pro-
vided participants with an opportunity to see their own 
avatar and the visual-motor congruity between their physi-
cal and virtual body movements. This promoted subjective 
embodiment and demonstrated the interface’s capacity to 
accurately record and display their body movements in 
real time. The same calibration procedure was conducted 
for the confederate.

Non-social task. Following the calibration, the mirror was 
removed, and a row of three pale grey cubes (10 cm3 
each) appeared on the table in front of participants. At the 
beginning of each trial, a small black cube appeared on 
the table in front of participants, and a black rectangle 
(15 × 10 cm) appeared above the three cubes (see Figure 
1(b)). Participants were required to place their finger in 
the small cube and fixate on the rectangle to begin the 
trial. This served to standardise participants’ eye, head 
and hand positions at the beginning of each trial and also 
provided an ongoing check for the eye- and motion-
tracking calibration. The fixation rectangle position was 
selected to be analogous to the location of the confeder-
ate’s avatar face on joint attention trials so that the start-
ing positions were also matched across the non-social 
and joint attention tasks.

Participants were told that the small cube would turn 
green to indicate that their finger was correctly placed and 
the black rectangle would disappear once fixated, indicat-
ing the start of the trial. Then, one of the three large cubes 
would turn yellow. Participants were required to point to 

Figure 1. (a) Calibration environment and (b) non-social task 
stimuli.
Note. Figure 1(b) depicts all stimulus components used during the non-
social block; however, during the task, the black rectangle disappeared 
when the trial began.

https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db90804
https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db90804
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the yellow cube as quickly and accurately as possible. 
Participants completed 27 consecutive trials (approxi-
mately 15–20 min in total), with the target location ran-
domised and counterbalanced across trials. This task 
assessed whether there were any initial differences between 
autistic and non-autistic people when orienting to visual 
attention cues within the virtual environment. To this end, 
we measured and compared response times using both 
point reaction times (PRTs) and saccadic reaction times 
(SRTs; see Responding behaviour below).

Joint attention task. Upon completing the non-social task, 
participants were given an opportunity to rest their eyes for 
up to 5 min before completing the social joint attention 
task which comprised 72 trials (approximately 25–30 min 
in total) divided into two blocks of 36 trials to provide par-
ticipants with a short break between blocks. During this 
task, the participant and confederate were immersed into 
the same virtual space, each represented by a gender-con-
gruent avatar. The pair sat opposite each other at both the 
physical (Figure 2(a)) and virtual table (see Figure 2(b)).

Each trial began once both the participant and confeder-
ate had placed their right index finger into the starting cube 
and fixated on their partner’s face (analogous to the black 
rectangle in the non-social task). This served to standard-
ise initial gaze and finger positions and ensured that the 
participant and confederate were ready to commence each 
trial. Once both players were ready, a number between 1 
and 6 appeared on each of the three cubes facing the par-
ticipant. Participants were told that on trials where they 
saw three even numbers (i.e. 2, 4 and 6), their job was to 
initiate joint attention by pointing to the cube with the 
highest value number. If, however, they were presented 
with three odd numbers (i.e. 1, 3 and 5) or a combination 
of even or odd numbers (e.g. 1, 4 and 6), they were required 
to wait for their partner to initiate joint attention and 
respond accordingly by also pointing to the correct cube. 
Corrective feedback was provided on each trial with the 
target cube turning green or red for correct and incorrect 

responses, respectively. Critically, participants could only 
see the information presented on their side of the cubes. 
This created a task context in which the dyad was required 
to simultaneously search among the three cubes to deter-
mine both their social role, as either the initiator or 
responder of the joint attention bid, as well as the target’s 
location. Importantly, this also created an ecologically 
valid and dynamic scenario in which participants both dis-
played and were able to observe a range of eye movements 
in the lead-up to joint attention opportunities. To establish 
this reciprocal task context, it was essential that partici-
pants completed a combination of initiating and respond-
ing trials. In total, participants completed 72 joint attention 
trials (36 as initiator, 36 as responder). Trials were pre-
sented in randomised orders, with target location, cube 
number combinations and number location counterbal-
anced across trials (see Figure 3 for trial sequence).

Online programming of confederate behaviour. To stand-
ardise the perceptual information presented to partici-
pants on responding trials, we carefully curated the order 
in which the confederate searched the cubes and whether 
their final gaze shift was congruent with (i.e. predictive 
of) the subsequent pointing behaviour which signalled the 
location of the target. To achieve this, the confederate was 
visually cued within the virtual environment as to the order 
in which they should look at each cube during their search 
and where to hold their gaze while pointing to initiate joint 
attention. The confederate was cued to display congruent 
gaze-point behaviour on 50% of trials and incongruent 
gaze-point behaviour on the remaining 50% of trials. See 
Supplemental Material 1 for a detailed description of how 
the confederate’s behaviour was programmed online, as 
well as how the confederate behaviour and the congruency 
manipulation were validated.

Stimulus. The immersive virtual reality task was devel-
oped using the Unity3D Game Engine (Version 2017.4.19f; 
San Francisco, CA, USA; see link for code https://github.

Figure 2. Dyads interacting in the (a) physical and (b) virtual laboratory.

https://github.com/ShortFox/Autistic-People-Multigestural-Interactions
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com/ShortFox/Autistic-People-Multigestural-Interac-
tions). We used the exact same stimuli (i.e. virtual environ-
ment and avatars) as those reported by Caruana et al. 
(2021). The virtual room and its contents matched the 
location and size of their physical counterparts (room: 
4.9 m width × 3 m depth; table: 1.5 m width × 1.15 m 
height × 0.98 m depth; chair seat height: 50 cm). A pur-
pose-built wooden table and polypropylene resin chairs 
were used to avoid metallic interference with motion-
tracking devices. Two anthropomorphic and ethnically 
ambiguous avatars, one male and one female, were used to 
represent male and female participants, respectively (see 
Caruana et al., 2021, for details on avatar generation and 
validation).

Analysis areas of interest. Analysis-related areas of interest 
(AOIs) were defined within the virtual environment to 
record when a participant viewed task-relevant stimuli 
(i.e. avatar gaze, hand, body, cubes and other). A look to 
the confederate’s face was recorded when a participant’s 
gaze intersected the ‘face’ AOI, defined as a spherical col-
lider placed centrally on the avatar’s head (sphere 
radius = 12 cm). The ‘hand’ AOI (10 × 20 cm), began at 
the avatar’s right wrist and extended to the index finger. 
The confederate ‘body’ AOI began at the avatar’s hips, 
spanned the width of the body and ended at the base of the 
neck (40 × 60 cm). An AOI was also defined for each of 

the three task-relevant cubes, which aligned with the 
parameters of each cube (10 cm3).

Apparatus. The current study used the exact apparatus and 
hardware described by Caruana et al. (2021). A HTC Vive 
head-mounted display (HTC Corporation, Taiwan; Valve 
Corporation, Bellevue, Washington, USA) with retrofitted 
Tobii Pro eye-trackers (Tobii Pro Inc., Sweden) were used 
to immerse participants in the virtual environment and 
record participant’s head position/orientation and eye 
movements (i.e. saccades, fixations and blinks). These 
measures were not only critical for our objective analysis 
of social attention and coordination but also enabled par-
ticipants to control the dynamics of their respective avatar 
using natural body movements. To this end, we also used a 
Polhemus G4 tracking system (Polhemus Inc, Vermont, 
USA) to track the movements of each participant’s right 
index finger using a single sensor on the finger. An inverse 
kinematics calculator (RootMotion Inc., Estonia) was used 
to generate the remaining full-arm and upper-torso move-
ment (Lamb et al., 2019, for a validation of this method; 
see Nalepka et al., 2019). The maximum display latency 
between the two participant/confederate’s real-world 
movements and their movements in the virtual environ-
ment was 33 ms. See Caruana et al. (2021) for a more 
detailed account of stimulus and apparatus development 
and validation for this paradigm.

Figure 3. Trial sequence, as seen from the participants’ perspective, as the responder or initiator of joint attention on each trial. 
Examples of congruent and incongruent gaze-point behaviour are depicted for responder trials in the top panel.

https://github.com/ShortFox/Autistic-People-Multigestural-Interactions
https://github.com/ShortFox/Autistic-People-Multigestural-Interactions
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Eye- and hand-tracking measures

The current study used the same definitions for operation-
alising behaviour on initiating and responding trials as 
reported by Caruana and colleagues (2021).

Initiator behaviour. The initiation of a joint attention bid 
was operationalised as the confederate/participant mov-
ing their arm to point at the target location. We defined 
the onset of the pointing action as the point in time when 
the speed of the individual’s arm movement towards the 
target reached 5% of the maximum speed reached during 
the trial. This 5% velocity threshold was modelled on 
previous approaches to exclude uninformative move-
ments towards non-targeted objects, while including the 
earliest time that directional information could be con-
veyed by the movement (see Domkin et al., 2002, for a 
validation of this method). For initiating trials, we also 
conducted exploratory analyses to evaluate the fre-
quency (across trials) and duration (within trials) of 
face-looking behaviour (i.e. overt fixations to the con-
federate’s avatar face). Face-looking times were sepa-
rately examined: (1) across the entire trial; (2) before the 
confederate responded to their joint attention bid and (3) 
in the period after the confederate responded to the par-
ticipant’s joint attention bid. For these analyses, we 
excluded trials where viewing times were less than 150 
ms as these were unlikely to represent periods of mean-
ingful face-processing.

Responding behaviour. SRT measures for responding to 
joint attention were calculated as the latency between the 
onset of the confederate’s pointing action (as defined ear-
lier) and the onset of the participant’s subsequent saccade 
towards the target. Saccade onset, rather than fixation time 
on the cube, was used to eliminate variability in response 
times due to differences attributed to the distance of the 
target cube. Following the study by Caruana et al. (2020), 
SRTs shorter than 150 ms were excluded from analyses as 
they were likely to be anticipatory responses or false starts. 
PRT was also calculated using the same principles. The 
onset of the participant’s point response was defined in the 
same way as pointing actions for initiating joint attention; 
the time at which the hand movement reached 5% of its 
maximum velocity. Our analyses primarily focused on 
SRT rather than PRT measures given that eye movement 
responses are likely to provide a more direct and sensitive 
measure of attention. As such, SRT analyses are reported 
below (see Saccadic reaction times) with the analogous 
PRT analyses included our RMarkdown documentation on 
the project’s OSF project page (see the aforementioned 
link). Similar to the study by Caruana et al. (2021), we also 
measured the frequency with which participants overtly 
fixated the face of their partner while their partner was ini-
tiating a joint attention bid to the target.

Data and statistical analysis

Pre-processing data. The position and timing of the dyad’s 
eye and hand and head movements were continuously 
recorded at 60 Hz. Interest area output and trial data were 
exported from Unity3D using a custom Matlab script 
(MATLAB R2017b; see link for code https://github.com/
ShortFox/Gaze-Responsivity-Hand-Joint-Attention) and 
then screened and analysed in R 3.6.1 using a custom 
RMarkdown script (R Core Team, 2019-07-05; see 
RMarkdown document for a detailed description of each 
processing step, and all analysis output). No participants 
were removed from any analyses. However, individual tri-
als were removed due to poor calibration (i.e. trials where 
the eye calibration fell below 95% accuracy; autistic: 
M = 21.35 trials, SD = 30.45; non-autistic: M = 7.72, 
SD = 11.35). Trials where participants responded incor-
rectly (see Accuracy analysis below) were also excluded 
from reaction time analyses. Moreover, trials in which 
responder SRTs were longer than 3000 ms were excluded, 
as they were unlikely to reflect an immediate response to 
the joint attention bid (Caruana et al., 2015, for a comple-
mentary approach, see 2020). A box-cox transformation 
(see Balota et al., 2013) was performed separately on SRT 
data and PRT data to determine objectively the appropri-
ate transformation needed to meet the assumption of nor-
mally distributed residuals, which is critical for linear 
mixed effects (LME) modelling. The box-cox function 
implemented in our R code determined an appropriate 
value of λ, which was then used to transform the data 
(Box & Cox, 1964).

LME analysis. The effects of participant group and confed-
erate initiator gaze-point congruency (for responding tri-
als) were statistically analysed by estimating LME 
models, using the maximum likelihood estimation method 
within the lme4 R package (Bates, 2005). LME models 
were employed instead of a traditional analysis of vari-
ance (i.e. ANOVA) to account for subject and trial-level 
variance (i.e. random effects) when estimating the fixed 
effect parameters (i.e. group, gaze-point congruency; see 
Caruana et al., 2021, for a detailed justification for the 
application of LME analyses in studies of dyadic interac-
tions). We adopted a ‘maximal’ random factor structure, 
with random intercepts for the subject and trial (Barr 
et al., 2013). Specifically, we originally defined a satu-
rated model including random slopes for the trial by sub-
ject factors. However, the ‘maximum likelihood’ of this 
complex model could not be estimated given the available 
data and ‘failed to converge’ (see Barr et al., 2013, p. 10 
for an explanation). Therefore, we simplified our random-
effects parameters to define the most saturated yet parsi-
monious model. The simplified model included random 
intercepts only for the trial and subject factors – again 
consistent with the approach taken by Caruana et al. 

https://github.com/ShortFox/Gaze-Responsivity-Hand-Joint-Attention
https://github.com/ShortFox/Gaze-Responsivity-Hand-Joint-Attention
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(2021). p Values were estimated using the lmerTest pack-
age (Kuznetsova et al., 2017), and a significance criterion 
of α < 0.05 was employed.

Community involvement statement

Community members were not involved in the design or 
implementation of the study or in the analysis or interpre-
tation of the results.

Results

Gaze effects when responding to joint attention 
bids

Accuracy. High accuracy rates were observed across both 
autistic (M = 94.54%, SD = 11.84) and non-autistic partici-
pants (M = 98.39%, SD = 1.95), with no evidence for sig-
nificant group differences (b = 0.953, SE = 0.624, z = 1.527, 
p = 0.127), across congruency conditions (b = 0.538, 
SE = 0.466, z = 1.155, p = 0.248) or associated interaction 
effects (b = 0.944, SE = 0.879, z = 1.074, p = 0.283).

Face-looking frequency. Compared to findings reported by 
Caruana et al. (2021), participants engaged in relatively 
more frequent instances of face-looking behaviour across 
trials when responding to joint attention bids, within both 
the autistic (M = 73.09%, SD = 29.80) and non-autistic 
(M = 89.88%, SD = 11.43) groups. Furthermore, the distri-
bution of face-looking tendencies appeared to be commen-
surate across the two groups (see RMarkdown), with no 
evidence of significant group differences (b = 0.645, 
SE = 0.453, z = 1.421, p = 0.155).

Saccadic reaction times. We replicated the gaze-point con-
gruency effect reported by Caruana et al. (2021) in which 
participants from both groups were significantly faster to 
respond to point-cued joint attention bids that followed 
congruent gaze shifts towards the target location than 
incongruent gaze shifts towards another location (see  
Figure 4). This congruency effect was significant when we 
modelled all responding trials (b = 0.295, SE = 0.106, 
t = 2.78, p = 0.008; Figure 4(a) and (b)) and when we sepa-
rately modelled trials in which participants did (b = 0.262, 
SE = 0.111, t = 2.36, p = 0.022; Figure 4(c) and (d)) and did 
not (b = 0.557, SE = 0.216, t = 2.58, p = 0.013; Figure 4(e) 
and (f)) overtly attend to their partner’s face.2 The same 
pattern of findings was observed in the PRT data (see 
RMarkdown for complete analyses, including a compre-
hensive summary of descriptive statistics). We also found 
a significant group effect on SRT responses when we sepa-
rately modelled trials where participants did not attend to 
their partner’s face when responding (b = 0.438, SE = 0.184, 
t = 2.39, p = 0.025). In this instance, autistic participants 
showed faster overall response times than non-autistic par-
ticipants (Figure 4(e) and (f)). However, this effect was not 

significant in the PRT data. Finally, we found no evidence 
for any other significant group or group by congruency 
interaction effects in any of the planned SRT or PRT mod-
els (all ps > 0.097).

Gaze effects when initiating joint attention bids

We conducted a series of exploratory analyses to deter-
mine whether there were any significant group differences 
in face-looking behaviour when initiating joint attention.

Figure 4. SRT (in milliseconds) when responding to joint 
attention bids is visualised separately to depict the data 
included in each LME model. (a and b) SRT data across all trials, 
irrespective of whether participants overtly attended to their 
partner’s face. (c and d) Summarise trials in which participants 
overtly attended to their partner’s face. (e and f) Trials in 
which participants did not overtly attend to their partner’s face. 
Data have been visualised twice to fully represent the variation 
observed in our sample. (a, c and e) (left column) The variation 
across participants; data points depict mean SRT times for each 
participant, aggregated across trials. (b, d and f) (right column) 
Unaggregated trial SRTs. LME: linear mixed effects; SRT: 
saccadic reaction time.
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Accuracy. Ceiling effects for accuracy were again observed 
across both autistic (M = 99.01%, SD = 3.25) and non-
autistic participants (M = 99.85%, SD = 0.71), with all but 
three participants (two autistic, one non-autistic) attaining 
perfect accuracy scores.

Face-looking frequency. First, we examined the frequency of 
face-looking behaviour on initiating trials. We found no 
significant differences between autistic (M = 65.21%, 
SD = 22.75) and non-autistic participants (M = 74.40%, 
SD = 16.57; b = 0.414, SE = 0.310, z = 1.33, p = 0.183).

Face-looking time. We also examined the duration of  
face-looking across initiating trials. There was no evidence 
for any significant group differences in the time spent 
looking at the confederate’s virtual face across the whole 
trial (Mautistic = 1173.69 ms, SDautistic = 978.10, Mnon-autistic =  
1094.54 ms, SDnon-autistic = 823.26; b = 0.032, SE = 0.078, 
t = 0.408, p = 0.687) and when separately examining  
the interval before the confederate responded to the  
participant’s joint attention bid (Mautistic = 1162.34 ms, 
SDautistic = 905.90, Mnon-autistic = 962.96 ms, SDnon-autistic =  
494.10; b = 0.013, SE = 0.086, t = 0.156, p = 0.878). How-
ever, there was a significant group effect for face-looking 
times after the confederate’s response (b = 0.014, 
SE = 0.006, t = 2.47, p = 0.031), characterised by longer 
face-looking times by non-autistic (M = 702.59 ms, 
SD = 770.32) than autistic participants (M = 313.29 ms, 
SD = 117.39). However, this effect should be interpreted 
with caution given it is likely biased by two non-autistic 
participants, who showed exceptionally long face-looking 
times. Furthermore, it is worth noting that when looking at 
face-looking durations before the confederate responded, 
the four participants who exhibited the longest face-look-
ing times were all autistic (see Figure 5(c); a full summary 
of descriptive statistics reported in the RMarkdown). This 
goes against the suggestion that gaze avoidance is a char-
acteristic behaviour among autistic people.

Non-social attention task

Accuracy. High accuracy rates were observed across both 
autistic (M = 95.68%, SD = 8.06) and non-autistic 
(M = 98.75%, SD = 2.25) participants. Our LME model 
indicated evidence for a significant group effect (b = 1.22, 
SE = 0.588, z = 2.07, p = 0.038), characterised by margin-
ally higher error rates in the autistic group. However, this 
should be interpreted with caution given the marked ceil-
ing effects, with all participants attaining accuracy scores 
on the non-social task above 90%.

Saccadic reaction times. We found no evidence for signifi-
cant group differences in SRT responses when completing 
the non-social attention task within the same virtual envi-
ronment (b = 0.0006, SE = 0.002, t = 0.286, p = 0.777; see 

Figure 6). This was also the case when analysing PRT 
response measures (b = 0.913, SE = 0.809, t = 1.13, p = 0.265; 
see RMarkdown for full analyses and descriptive statistics 
on our OSF project page: https://osf.io/pkx9f/?view_ 
only=f0011eabdb1146aaa09ce738db908046).

Subjective experiences

Subjective experience ratings. After completing the interac-
tive task, participants were asked to rate their experience 

Figure 5. Face-looking times (in milliseconds) when initiating 
joint attention bids is visualised separately to depict the data 
included in each LME model. (a and b) Total face-looking times 
across the full trial. (c and d) Face-looking times before the 
confederate responded to the joint attention bid. (e and f) 
Face-looking times after the confederate responded to the joint 
attention bid. Data have been visualised twice to fully represent 
the variation observed in our sample. (a, c and e) (left column) 
The variation across participants; data points depict mean face-
looking times for each participant, aggregated across trials. (b, 
d and f) (right column) Face-looking times across unaggregated 
trials. LME: linear mixed effects.

https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db908046
https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db908046
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during the task, specifically on how difficult, natural and 
pleasant the interaction was, and how helpful they found 
their partner on a scale ranging from ‘1’ (not at all) to ‘5’ 
(extremely). For the most part, participants in both groups 
provided positive ratings of task experience, with no sig-
nificant group differences across rating domains (all 
ps > 0.202). See the RMarkdown for a visualisation of 
subjective rating data by group (https://osf.io/pkx9f/?view_
only=f0011eabdb1146aaa09ce738db908046).

Subjective reports of coordination strategies. During the 
post-experimental interview, we asked participants if they 
used any explicit strategies when initiating or responding 
to joint attention bids. A detailed report of our findings can 
be found in Supplemental Material 2. In sum, subjective 
reports of strategy use were strikingly similar across 
groups. For both groups, the use of an explicit gaze-based 
strategy was rare. In fact, no non-autistic participants 
reported using gaze-following strategies when responding 
to joint attention bids, whereas two autistic participants 
said they used this strategy explicitly. We also asked par-
ticipants if they explicitly preferred to follow their part-
ner’s hands or eyes when responding to their joint attention 
bids. We observed a near-identical profile of preferences 
across groups, with an overwhelming preference across 
participants to use hand-based strategies for coordination.

Discussion

Existing experimental and objective studies of gaze pro-
cessing and joint attention have not clearly elucidated 

whether or why social interactions can be challenging for 
autistic people, largely for methodological reasons. 
Specifically, they have not successfully captured the full 
complexity of social interactions that emerge from ordi-
nary two-way exchanges between people. Previous studies 
reporting joint attention difficulties in autistic people used 
tasks that only allow participants to communicate via eye 
gaze. This might unfairly set up autistic people to appear 
‘impaired’ when responding to joint attention given their 
self-reported experiences of discomfort when looking at 
the eyes of others (Trevisan et al., 2017). Identifying which 
non-verbal behavioural cues humans rely on to achieve 
joint attention in realistic and dynamic interactions is 
important because this affects our understanding of both 
the cognitive mechanisms involved during joint attention 
(Siposova & Carpenter, 2019) and the conditions that 
make social interactions difficult (or not) for autistic 
people.

In this study, we showed that autistic young people can 
and do adaptively attend to the gaze information displayed 
by others during coordinated social interactions, even 
when doing so is not a task requirement. Contrary to our 
expectations, both autistic and non-autistic participants 
exhibited largely commensurate face-looking behaviours 
towards their partner and were significantly faster to 
respond to pointing gestures that followed congruent, 
rather than incongruent, gaze shifts to the target location. 
This is particularly striking given that social coordination 
in our task did not explicitly require participants to look at 
their partner’s face or use gaze information at all to effec-
tively respond to hand-cued joint attention bids. It is 

Figure 6. SRT (in milliseconds) when responding to non-social cues within the non-social task. (a) The variation across 
participants; data points depict mean SRT times for each participant, aggregated across trials. (b) Unaggregated trial SRTs. SRT: 
saccadic reaction time.

https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db908046
https://osf.io/pkx9f/?view_only=f0011eabdb1146aaa09ce738db908046
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possible, however, that participants were sensitive to 
course spatial information in their peripheral vision con-
veyed by their partner’s head and body movements, even 
when not looking directly at their partner’s face. Such 
information, however crude, may act as a proxy signal for 
another’s gaze. In any case, our data suggest that partici-
pants from both groups were sensitive to such information. 
This again highlights the importance of measuring social 
information processing using paradigms that involve real-
istic depictions of dynamic social information displays.

Furthermore, we anticipated that both subjective and 
objective measures would reveal stronger preferences for 
hand-following strategies among autistic than among non-
autistic young people. However, both groups exhibited 
similar and overwhelming preferences for adopting an 
explicit hand-following strategy, with some participants 
from both groups also acknowledging (correctly) that a 
gaze-based strategy in this task did not appear to be opti-
mal (see Supplemental Material 2 for an in-depth analy-
sis). As such, this study provides evidence that both autistic 
and non-autistic people have the capacity to integrate gaze 
information to facilitate joint attention and are sensitive to 
when such a strategy may be more or less effective given 
the reliability of their social partner’s gaze over time. This 
aligns with recent evidence from a concurrent, pre-regis-
tered study run in our lab, showing that non-autistic people 
adaptively abandon a gaze-following strategy when their 
partner’s gaze is more incongruent with subsequent  
pointing behaviours than it is congruent (https://osf.io/
d8b5t/?view_only=e91f29294fc14a06b27f3522c67fb
03a).

Our findings are at odds with earlier work examining 
gaze-based joint attention in autistic adults (Caruana et al., 
2018). In this previous study, autistic adults were initially 
slower than non-autistic adults when responding to  
gaze-cued joint attention bids embedded in dynamic  
interactions where their social partner displayed both non-
communicative and communicative gaze shifts. However, 
group differences on this social task diminished over time 
with an increase in task exposure and were not observed in 
a closely-matched non-social version of the task involving 
dynamic arrow stimuli. This was interpreted as evidence 
for a specific social difficulty in using ostensive eye con-
tact signals to differentiate between communicative and 
non-communicative gaze signals. This was also corrobo-
rated by the subjective experiences of autistic participants 
who explained that they found eye gaze to be an ‘intense’ 
stimulus, which was often too difficult to interpret. Others 
commented on the ‘intensity’ of eye gaze, which led to 
feelings of discomfort and stress. These experiences are 
very much corroborated by other studies examining the 
subjective experiences of autistic people during everyday 
gaze-based interactions (Trevisan et al., 2017). It is possi-
ble that studies of gaze processing and joint attention that 
force participants to attend to, process and respond to eye 

gaze stimuli might indirectly produce behavioural differ-
ences that resemble ‘deficits’ because they create an unre-
alistic social scenario of sustained gaze-based 
communication; a scenario that people almost never 
encounter in everyday situations, is known to be psycho-
logically difficult for many autistic people and ignores 
emerging evidence that hand-following can provide a 
more accessible pathway to joint attention than gaze-fol-
lowing (Deák et al., 2014; Yu & Smith, 2013). In contrast, 
the interactive paradigm employed in the current study 
allowed participants to naturally signal, attend to and use 
gaze information without making this communicative 
approach mandatory. Indeed, we present evidence that our 
autistic participants were significantly faster than non-
autistic participants (and thus presumably more effective) 
in responding to joint attention bids when we compared 
groups on trials where participants did not look at their 
partner’s face during the joint attention episode. This 
offers further evidence that joint attention performance in 
autistic people may improve when it is operationalised 
beyond tasks that require the use of gaze. Accordingly, 
joint attention measures that impose gaze use may artifi-
cially conflate gaze processing with joint attention ability.

Adding to the aforementioned findings, we engaged in 
an exploratory examination of face-looking behaviour 
when initiating joint attention to determine whether there 
was any evidence for differences in face-looking behav-
iours across these different social role contexts. This anal-
ysis revealed that the top three participants who spent the 
most time looking at their partner’s face were all autistic, 
with otherwise relatively commensurate levels of face-
looking observed across the two groups. The current find-
ings are particularly compelling given that, in this 
experimental task, joint attention can be effectively 
achieved without looking at the face of one’s social partner, 
and so such behaviours are voluntary. These findings are at 
odds with past studies of joint attention and gaze-process-
ing in autism, which typically force participants to attend 
to, decipher and respond to gaze cues displayed by either 
interactive or non-interactive social partners (see Caruana 
et al., 2017b; Mundy, 2018, for reviews). In this way, the 
current study’s paradigm – although arguably much more 
ecologically-valid, dyadic and complex in its use of multi-
ple gestures – provided a less-demanding context for social 
interaction for autistic people. This in turn may have made 
it easier for participants to intermittently gather and respond 
to gaze information during the interaction.

It is also possible, however, that the gaze information 
conveyed by animated avatars is less perceptually over-
whelming for our autistic participants than physically 
embodied face-to-face interactions. This possibility is con-
sistent with recent findings in which autistic children dem-
onstrated better emotion categorisation accuracy when 
viewing animated avatar faces than photographs of real 
faces (Pino et al., 2021). As such, whether these findings 

https://osf.io/d8b5t/?view_only=e91f29294fc14a06b27f3522c67fb03a
https://osf.io/d8b5t/?view_only=e91f29294fc14a06b27f3522c67fb03a
https://osf.io/d8b5t/?view_only=e91f29294fc14a06b27f3522c67fb03a
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generalise to embodied face-to-face interactions requires 
further scrutiny. However, the challenge of examining 
such interactions outside virtual reality is in the loss of 
control over environmental and interpersonal factors, and 
in gathering objective eye movement measures without 
obstructing the faces of interlocutors with tracking equip-
ment. Finally, the participants in the current study were all 
of at least average intellectual ability. As such, more 
research is needed to investigate coordination strategies 
using this paradigm across a more diverse autistic sample.

Rethinking social information processing in 
autistic people

Our findings are important for reshaping how we concep-
tualise and understand social differences or ‘deficits’ in 
autism. Historically, autism has been conceptualised under 
a medical model that characterises differences in social 
and communicative behaviours as ‘deficits’. However, 
growing empirical research, and testimony from autistic 
adults themselves, has highlighted that these conceptual-
izations of social ability in autism can be both inaccurate 
and harmful (Jaswal & Akhtar, 2019; Pellicano & Houting, 
2022). An alternative view suggests that the social interac-
tion difficulties described by autistic people might be bet-
ter characterised as a mismatch of interaction capabilities, 
preferences or styles, rather than autism-specific deficits 
(Davis & Crompton, 2021). This does not disregard the 
possibility that autistic people can sometimes experience 
difficulties with communication – or engage in different 
communication strategies compared with many non-autis-
tic people – but rather challenges the notion that the com-
munication ‘problem’ lies solely with the autistic person. 
Specifically, the double empathy problem framework pro-
poses that reciprocal interactions can breakdown due to a 
lack of mutual understanding when people process sensory 
(and social) information differently (Milton, 2012; Milton 
et al., 2018). Building on Milton’s ideas, the dialogical 
misattunement hypothesis dismisses the idea that social 
difficulties in autism stem from ‘disordered’ autistic brains, 
but rather from a cumulative mismatch in the interpersonal 
dynamics between two people (Bolis et al., 2017).

Despite the relative nascency of these interpretative 
frameworks, they have already inspired fruitful research 
programmes promoting inclusivity and reducing stigma 
and prejudice (Sasson & Morrison, 2019; Scheerer et al., 
2022) to ultimately improve social outcomes for autistic 
people by improving how non-autistic people approach 
interactions with autistic people (see Davis & Crompton, 
2021, for review). Bolis et al. further argued that two-per-
son experiments are key to understanding sensory pro-
cesses and interpersonal coordination in autism. The 
current study meets this challenge and establishes a new 
paradigm for conducting this research in a way that helps 
characterise how multi-gestural interactions are navigated 

by autistic and non-autistic dyads. For instance, this para-
digm can also be used to examine whether, in line with the 
double empathy problem, non-autistic people adapt their 
signalling behaviours differentially when knowingly inter-
acting with an autistic or non-autistic partner. Consistent 
with these accounts, our findings suggest that autistic peo-
ple are likely to coordinate effectively with others when 
they have access to social signals that match their social 
information processing preferences.

This paradigm also presents unique opportunities for 
future work which carefully probes other factors that likely 
shape the adoption of adaptive coordination strategies dur-
ing interactions among both autistic and non-autistic peo-
ple. For instance, the reliability of gaze and hand 
information can be manipulated over time to probe the 
extent to which autistic and non-autistic individuals adapt 
their behaviours based on the certainty of social informa-
tion. Predictive coding accounts of social information pro-
cessing in autism suggest that there is a low-level difference 
in how autistic people predict sensory events in their envi-
ronment depending on their volatility compared to non-
autistic people (Lawson et al., 2014; Pellicano & Burr, 
2012; Van De Cruys et al., 2013, 2014). These low-level 
differences in processing information may then result in 
higher-level mismatches in social interaction between 
autistic and non-autistic people (Lawson et al., 2017). 
Autistic people may be hyper-sensitive to uncertain social 
information, and adaptations of the current paradigm can 
be used to test whether they can adapt their social informa-
tion processing strategies (i.e. gaze use) depending on the 
reliability of another’s gaze displays over time. The appli-
cation of this novel paradigm for testing social predictive 
coding accounts will be invaluable for informing a new 
model of social responsivity and information processing in 
autistic people.

Rethinking the importance of eye gaze during 
coordinated interactions

Eye gaze has long been considered among the most impor-
tant social signals humans use to understand and coordi-
nate with each other during social interactions (Cañigueral 
& Hamilton, 2019; Conty et al., 2016; Gobel et al., 2015; 
Senju & Johnson, 2009; Tomasello, 1999). However, the 
current study reveals that by capturing the multimodal 
dynamics of joint attention interactions – and moving 
away from conventional gaze-only paradigms of joint 
attention – eye gaze may play a less-privileged role in 
social coordination outcomes for both autistic and non-
autistic people. Specifically, we show that although eye 
gaze can be used to facilitate responsivity during joint 
attention, it may be less important for achieving joint 
attention when other communicative gestures (e.g. hand-
pointing) are available. Furthermore, our study shows that 
not only do autistic people seem able to use gaze 
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information during interactions, gaze-following strategies 
in this context do not appear to be the ‘preferred’ or 
‘default’ strategy engaged by non-autistic people. This 
finding also aligns with the suggestion of Yu and Smith 
(2013) that hand-following may offer a less cognitively 
demanding strategy for coordination than gaze-following. 
This is because situationally relevant hand gestures can be 
less volatile and dynamic than gaze and also provide less 
ambiguous spatial and communicative signals (Horstmann 
& Hoffmann, 2005; Pelz et al., 2001; Yoshida & Smith, 
2008; Yu & Smith, 2013). Consequently, hand-following 
strategies may be less likely to engage the higher-level 
socio-cognitive mechanisms that are needed to make infer-
ences about the communicative significance and spatial 
relevance of eye movements (Senju & Johnson, 2009).

Conclusion

We found that our autistic and non-autistic participants 
alike intuitively and voluntarily used gaze information to 
facilitate coordination, even when more salient hand-
pointing gestures were available to them. Furthermore, 
many autistic participants were able to recognise if their 
partner was providing useful gaze information over time 
that could be used to inform their coordination strategies. 
Finally, we showed that autistic and non-autistic people 
were just as likely to voluntarily look at the partner’s gaze 
when responding to joint attention. Critical to these new 
insights was the implementation of an interactive task that 
did not force participants to continuously look and exclu-
sively use eye gaze cues to achieve joint attention. Taken 
together, this study powerfully challenges a large body of 
research suggesting social information processing deficits 
in autism. Correcting this bias in how we experimentally 
test and conceptualise social ability in autism is critically 
important for addressing the stigmatisation of autism – and 
the poor social outcomes that likely result from this stigma 
(Davis & Crompton, 2021).
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Notes

1. Two of these participants provided reports from clinical 
psychologists who had administered the ADOS-2. One 
included comparison scores for communication and social 
interaction, which are included in the descriptive statistics 
reported in Table 1. The other only provided assessment 
results but noted that the child met criteria for an autism 
diagnosis with marked difficulties with social communica-
tion and interaction.

2. We also estimated additional exploratory models on the SRT 
data, including age and confederate as random effects. This 
revealed the same pattern of results described here. These 
analyses are comprehensively reported in the RMarkdown 
published alongside this article.
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